Bueni sanucku THY imeni B.1. Bepnancpkoro. Cepisi: TexHiuHi Hayku

UDC 004.021
DOI https://doi.org/10.32838/2663-5941/2020.1-1/21

Paulin O.M.
Odessa National Polytechnic University

Komleva N.O.
Odessa National Polytechnic University

Sinegub M.1.
Odessa National Polytechnic University

Sarafaniuk D.E.
Odessa National Polytechnic University

ABOUT MODIFICATION THE COVERAGE ALGORITHM USING
THE “MINIMUM COLUMN - MAXIMUM ROW” METHOD

The paper considers the search algorithm for coverage by the method of “minimum column — maximum
row”. Unlike exact algorithms based on the methods of ‘full search”, “boundary search”, ‘“using the
properties of the coverage table”, this algorithm is approximate — there is no guarantee of obtaining the
shortest coverage. However, instead of some deterioration in the quality of the computational process (CP) of
the search for coverage, its significant acceleration is achieved.

In order to further accelerate the search coverage CP, we propose to use an additional data structure,
namely: an integer characteristic vector. The characteristic vector is intended for the initial preparation of
data on the coverage table (CT) in the form of the sum of the individual elements of the columns/rows of the CT
and the reflection of the current state of the CT when simulating its simplification (in reality, the CT does not
change). This approach takes the solution of the coverage problem to a higher level of generalization.

For additional acceleration, a mask (binary vector) is introduced, obtained from the row vector by replacing
the integer values of its elements with “1” values. Using the mask in the minimum column, those elements that
have a value “0” in the converted row vector are zeroed, which reduces the number of rows to be searched
when finding the maximum row.

From the CP of finding the coverage macrooperations that are additional to those obtained in previous
works are distinguished. New macrooperations are associated with characteristic vector.

An experiment to determine the time for solving the problem for standard and modified algorithms for finding
coverage is conducted. 1o clarify the factors due to which a decrease in the processing time of CT is achieved, the
number of iterations and assignments in the computing process is calculated. A comparison of data on time and
operations shows that the gain in time is determined by a decrease in the number of operations.

Based on the results of the experiment, graphs are constructed from which the advantage of those proposed
for solving the problem of finding the coverage of the entered data structures follows. The gain in time and
complexity is greater, the larger the dimension [ of the coverage table, determined by the product of the number
of columns n by the number of rows m, [ = m * n. From the same data, an estimate of the complexity of an
algorithm of the form O (1) follows.

Key words: coverage table, algorithm, computational process, minimum column, maximum row,
characteristic vector, binary vector, mask, macro operation, experiment, problem solving time, number of
operations, algorithm complexity rating.

Problem statement. The coverage problem is
very common. For example, in the manufacture of a
complex product, you may need some parts from var-
ious suppliers with different sets of parts and with dif-
ferent prices. Moreover, the manufacturer, solving the
problem of coverage, can minimize either the total
price of supplies (minimum coverage) or the number
of suppliers (shortest coverage). In the general case,
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the coverage problem is considered as a variant of the
search problem in some finite set of defined subsets
with given properties.

There are [1] various methods and algorithms for
solving the coverage problem, which are distinguished
by the accuracy and complexity of the computing pro-
cess. The following exact algorithms for finding cover-
ages were considered in [2, p. 385, 3, p. 333]:
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— method and algorithm for exhaustive search.
Here, in a special way, enumeration of subsets of
many rows of the coverage table is organized;

— concave set boundary-value algorithm. The
algorithm is based on the method of generating sub-
sets and their targeted selection;

— algorithm for processing a table of coverages
based on its properties. The table of coverages may
possess (not possess) the following properties: a row
is nuclear or anti-nuclear, a column is absorbing, a
row is absorbed. The method consists in sequentially
considering the listed properties and, if available, in
reducing the coverage table by deleting certain rows
and/or columns.

Here, from the computational processes (CPs)
under consideration, macrooperations were identified
(MOs are functionally complete elementary CPs) and
a consolidated list of MOs for the listed problems of
finding coverage was compiled.

In [4, p. 260], the importance and relevance of
constructing a high-quality CP, which is understood
as the absence of various errors and proximity to the
optimum, is noted. For this purpose, it was proposed
to extract elementary processes from the CP and to
put them in correspondence with the MOs, to com-
pose their models in the form of fragments of the Petri
net, and to conduct modeling of these fragments. If
successful, MOs and their models are placed in the
library. Then, from the fragments of the Petri net, a
complete Petri net is compiled and its modeling is
carried out; if successful, the CP and the correspond-
ing Petri net are also placed in the library. In case of
failure, the initial CP is corrected.

In this paper, we continue to consider the next
method and algorithm for the allocation of MOs from
the CP that implements this method. This time, an
approximate method and an algorithm called “min-
imum column — maximum row” are considered.
However, the simplest analysis showed that in this
CP, although it is accelerated relative to other CPs of
finding coverages by reducing the requirements for
its optimality, not all reserves for acceleration used.

Latest research and publications analysis. The
range of applications of coverage algorithms has been
and remains quite wide. Consider some of these areas
and show the features of applying coverage algo-
rithms in them.

One area of application of coverage algorithms is
software testing. As shown in [5, p. 27], functional
testing provides for complete (most often the short-
est) coverage with test cases of software functions.
Testing by the “white box” method is carried out
according to standard methods and consists in fully

covering with tests all the structural elements of the
program [6, p. 5]. Another current area of application
for coverage algorithms is the use of heterogeneous
communication technologies for smart cities and
smaller infrastructures that allow them to communi-
cate with each other through a network connection.
At the same time, special techniques are being devel-
oped for data collection and providing an ubiquitous
communication network, including, in addition to
standard coverage algorithms, system scenarios for
real-time operation [7, p. 785]. A number of works
are devoted to the study of the efficiency and increase
the speed of coverage algorithms in tasks requiring
large computational resources. So, in [8, p. 166], an
approach based on parallelizing the processing of
initial data is presented. In this case, the global goal
is divided into subgoals, which are achieved by dif-
ferent parallel processes, with the subsequent receipt
of an integrated result. In [9, p. 236; 10, p. 4455], it
was proposed to reduce the complexity of algorithmic
problems, including coverage problems, by redistrib-
uting processing processes with the use of intelligent
data processing tools.

As you can see, coverage algorithms are embed-
ded as a component in a variety of data processing
processes. However, their classic implementation has
not been modified to optimize them either in speed or
in complexity.

The aim of the work is to accelerate the coverage
in the well-known method “minimum column — max-
imum row” by selecting suitable data structures.

To achieve the goal, the task of developing a
method and algorithm for the accelerated coverage
search is being solved. Along the way, the task of
separating the MO from the computational process
that implements the modified method “minimum col-
umn — maximum row”’ is being solved.

Basic material

Consider the basic definitions.

A covering is a subset A4, of a set A such that their
union includes all elements b; of the supporting set
B, bjeB.

The optimal coverage is the shortest (the minimum
number of subsets 4;) or the minimum coverage (the
cost of coverage C = X ¢, is the minimum).

The coverage table (CT) is the matrix T of the
membership relation of the subsets 4, to the supporting
set B; rows are mapped to 4, elements, and columns
are mapped to b; elements.

In this paper, we consider an approximate
algorithm for constructing a coverage close to the
shortest one, based on the method of “minimum
column — maximum row”.
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The method consists in repeating the following
operations:

— search for minimum CT column;

— search for maximum CT row;

— simplification of CT by deleting the maximum
row with its memorization, as well as columns
covering it.

Operations are repeated until all columns are
removed from CT.

The algorithm is based on this method, its idea is
to reuse the procedure that implements the method.

The algorithm uses the following data structures.

The coverage table itself is a rather complex data
structure, since it contains not just a two-dimensional
array of independent data, but data related to the
subsets of the basic set A belonging to the subsets of
the reference set B.

To speed up the process of finding the coverage,
we introduce integer characteristic vectors VCOL and
VROW, containing initially the sum of digits “1” for all
columns and rows, respectively, thereby preparing a
description of the initial state of the CT. In the process
of processing CT, these vectors reflect the current state
of CT, despite the fact that CT itself does not change.

In fig. 1 shows a diagram of the interaction of the
introduced vectors and CT. Here x = {0, 1} — are the
values of the membership function of the elements
of the string to the elements of the reference set,
i.e. column names; y = 2x — values of the sums of
elements of columns, z = > x — values of the sums
of elements of rows, y, z= {0, 1, 2, ...}. Next to the
vector image in Fig. 1 item numbers are affixed.

12 ... n
|y |y [v] vcoL

1 X|x X
2 ¥|x . e ®
m[z] [E[=] - [z

VROW TABLE

Fig. 1. Illustration of using of the vectors VCOL
and VROW

To reduce the enumeration of the elements of
the minimum CT column, we introduce a mask,
for which we use a modified row vector VROW”,
MASKA[i][=VROW’[i]; the modification is that
we replace the integer nonzero elements of the row
vector VROW]/i] with marks “1” (Fig. 2a).

Consider the example of the work of mask (Fig.
20). The resulting vector is determined by the formula
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VREZ[i] = MASKA[i]|®TABLE[i,k], where ® —
operation of elementwise multiplication of vectors,
k — minimum column number.

VROWTIi] MASKA[1] MAiKA[i] TABLE[1Lk] VREZ[1]
2] 1] 1] 0] 0]
5] 1] 1 1] 1]
0] 0] 0 1] 0]
3 1] 1] o] _ [0]
3 7 [ i ® o T [
0] 0] 0] 0] 0]
2] 1] 1] 0] 0]
1] 1] 1] 1] 1]

a 6

Fig. 2. The example of mask operation
on the k-th column of the CT

Data Structures

TABLE — coverage table;

VCOL - integer characteristic vector of columns
whose j-th element is the sum of the marks “1” of the
j-th column;

VROW - integer characteristic vector of rows
whose i-th element is the sum of the marks “1” of the
i-th row;

MASKA - binary vector representing vector
VROW, MASKA initially consists of the marks “1”’;

VMIN - vector displaying the current minimum
CT column;

VREZ — resulting vector obtained from VMIN in
masking;

LNR - current row number list displaying VREZ;

LCOV - list of covering row numbers (coverage list);

counter — counter for counting the zero elements
of a column vector;

k, | — variables indicating the minimum column
number or the maximum row number respectively;

i, j — cycle parameters.

Verbal description of the algorithm

0. Entering the coverage table with dimension
mxn.

1. Initialization. All vectors, lists, and the counter
of zero elements are reset to zero; the initial mask are
formed with filling it “1°.

2. The VCOL vector is filled with column
information. To do this, the columns are iterated
over and nonzero elements for the selected column
are summarized. If in this case the sum is 0, then it
formed the message “There is not coverage” and it
required to go to step 14.

3. The VROW vector s filled with row information.
To do this, the CT rows are iterated over and the
nonzero elements in the selected row are summarized.

4. The main loop is organized with the
postcondition for ending: “the VCOL vector is zero”,
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which imitates deleting all columns in the CT — see
step 12.

5. The minimum element of the vector VCOL
is determined with fixing its number £; in the case
of several identical minimal elements the first one
encountered mat be selected.

6. CT column k is Introduced as a wvector:
VMIN[i]:=TABLE[i,k], which is masked:
VREZ[i]:=MASKA[i]® VMIN[i].

7. The current list of row numbers (LNR) is made
to zero and it is formed a new list: those rows that
contain “1” in VREZJi] are written to it.

8. The maximum element in LNR is determined
with fixing its number /; in the case of several identical
maximum elements, the first one encountered is
selected.

9. The number / to the current list of coverages
LCOV is written.

10. The elements with number | in VROW and in
MASKA are made to zero. This simulates the removal
of the row number 1 from the CT.

11. The loop j defined by the condition TABLE
[1, j1 =1 are gone through, and the j-th elements of
the vector VCOL are zeroed out. This simulates the
removal of covered columns from CT. For each j, it
requires to do the following:

1) adjust VROW: subtract “1” from the element
VROW [i] if TABLE [i, j] =1

2) if VROW [i] becomes equal to 0, then adjust the
mask: MASKA [i]: =

3) increase the counter value of the deleted
columns by “1”: counter: = counter + 1.

12. Checking whether the CT processing is ended
by the condition “Counter< n?”. If so, it is necessary
to go to step 4.

13. Displaying a list of coverages.

14. The end.

According to the verbal description, the scheme
of the modified algorithm is compiled (Fig. 3). Here
are indicated: mincol — minimum column; maxrow —
maximum row.

Extract of MOs. In [2, 3], as a result of considering
the computational processes of exhaustive and boundary
search and finding coverage by using the CT properties,
the MO lists for each algorithm were compiled, as well
as a composite MO list for all three algorithms.

Below is an additional list that takes into account
the specifics of operations on vectors and their filling.

1. Entering data into a vector (summation of single
elements of a column/row of a table and assignment).

2. Searching for minimum/maximum element
among elements of a vector with traversal of the zero
element.

3. Converting vector element format from integer
form to binary form.

4. Masking a vector (element-wise product of a
vector by a mask).

5. Zeroing a vector element according to some
feature.

From these MOs, a higher-level hierarchy MO
can be composed — MO “Pass through the Search
Algorithm”, the result of which is to add the next
covering row to the coverage list and delete the
covered columns, as well as the covering row

itself.

Zeroing
LEOW.
Write rows
|
Identification
of number 1
for maxrow
[
Write 1
in LCOV

Zeromng
VREOWI(])
MASEAN]

Summing "1"
of column

Zeroing
VROWT)

Mcssag
0
coverage

| ® 1
Filli Correction of]
 Filing VROW,
in VROW MASK A
|
. counter=

Identification | .
of number k
for mincol
I
[]dcnﬁﬁcationl Main cycle:
counter<n

Fig. 3. Scheme of the modified algorithm
“minimum column — maximum row”

Experimental part

The experiment is built to test the effectiveness
of algorithms, standard and modified, on random
matrices of various sizes: 8x8, 8x16, 16x16,
16x32, 16x64 (complexity scores are: 64, 128, 256,
512, 1024).

As a criterion of effectiveness, the speed and
number of operations when solving the coverage
problem are taken.
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For each table of a certain dimension, 10
experiments are carried out.

The experiment is organized as follows.

1. CT of the selected dimension is filled with
random binary values using the Random program, the
output data stream of which is converted into a stream
of two-digit decimal numbers using the operation
mod100.

2. The resulting numbers for each digit are
separately converted to binary decimal numbers
encoded in 2421 (total — 1 byte, 2 tetrads).

3. All the rows of CT are looked through.

4. The received byte fits into the CT row from left
to right, then the next byte is added to it, etc., until the
row is exhausted.

5. If the constructed CT has a zero column, then
the first 8 bits from the top are replaced with a new
non-zero random byte.

At the same time, the time taken to enter the
coverage table is excluded from the time of solving
the problem for both algorithms.

In the experiment, a preliminary monitoring of
the processing time of CT was carried out; average
results on matrices of various sizes are summarized
in Table. 1; according to the results of the experiment,
graphs are built (Fig. 4). Note that the dimension / of
the CT is determined by the product of the number of
columns n by the number of rows m, [ = m*n.

It is seen that the use of characteristic vectors
accelerates the processing of CT.

For a more detailed analysis, counters of
comparison and assignment operations were built
into the compared algorithms. The experimental

results for determining the number of operations are
shown in the same table. 1; graphs are plotted on them
(Fig. 5). It can be seen that there is a correspondence
between the results in terms of speed and the number
of operations.

Table 1
The results of the experiment

CT processing time, ¢ | Number of operations
CT | Method Method Method Method
size with without with without

vectors vectors vectors vectors

64 1066 1193 253 342
128 1656 1964 472 671
256 2706 3628 752 1239
512 4735 6948 1313 2358
1024 8464 13193 2313 4385

In conclusion, the analysis of the dependence of
the complexity of the algorithm Q on the dimension
! CT was made; an estimate of the complexity of
the algorithm can be described by the expression
T = O () for time complexity and K = O (/) for
operational complexity.

Conclusions

1. In order to speed up the procedure for finding
a coverage that is close to the shortest, characteristic
vectors have been introduced for tracking the state of
CT, which do not change the table during its process-
ing. This brought the problem of finding coverage to
a higher level of generalization.

2. The introduction of specific data structures
(vectors) was followed by many auxiliary operations
with respect to the standard solution, however this is
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Fig. 4. Dependence of coverage matrix (CM) processing time on its size
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fully compensated by the fact that the total number
of comparison and assignment operations is signifi-
cantly reduced.

3. The results of the experiments show a higher
efficiency in terms of the time spent on the modified
algorithm compared to the standard algorithm due
to the introduction of more suitable data structures —
characteristic vectors.

4. An increase in the efficiency of the algorithm
is determined by a decrease in the number of com-
parison and assignment operations in the process of

processing CT compared to the standard algorithm,
and this decrease is greater, the larger the dimension
of the matrices.

5. The complexity assessment of both the stand-
ard and the modified algorithm on the array of the
studied CT is determined by a linear expression rela-
tive to the dimension of the CT: T= O(/) for time and
K= O(/) — for operations. The difference between
these estimates is manifested in the coefficients of
[/, which are not taken into account in such a rep-
resentation.
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Hayain O.M., Komaesa H.O., Cuneryo M.IL., Capadaniok JI.E.
MNPO MOJUDIKAIIIIO AJITOPUTMY INOKPUTTSA 3A METOIOM
«MIHIMAJIbHUI CTOBIELb - MAKCUMAJIBHUM PSJTOK»

Y pobomi pozensioacmvca aneopumm NOWYKY ROKpUMmMSA 34 MemoOOM «MIHIMANbHUL Ccmosneyb —
MaxkcumanbHul psooky. Ha 8iominy 6i0 mOuUHUX aneopummis, 3aCHOBAHUX HA Memooax «NO8HUl nepeoipy,
«epaHuyHul nepedipy, «i3 BUKOPUCMAHHAM 6lacmueocmeli madiuyi NOKpUmMms», OAHUL AI2OPUMM €
HAOUMCEHUM — NYM 8iOCYMHA 2ApaAHmis. OMPUMAHHI HAUKOpOmMuio2o nokpumms. QOHaK 3amicmb 0esiKo2o
nociputentsa axocmi obyuciosaibro2o npoyecy (OI) nowyky nokpumms 00CA2AEMbCA 1020 3HAUHE
NPUCKODEHHS.

I3 memoro nodanvwiozo npucxkopenns OII noutyky noxpumms HAMU NPONOHYEMbCA BUKOPUCINOBY8AMU
000amKo8y CMpPYKmMypy OAHUX, a came YIOYUCETIbHUL XApaKmepucmuyHull 6ekmop. XapaxkmepucmudHuil
BEKMOP NPUBHAYAEMBCSL 01 NOYAMKOB0L 3a20mosKu Oanux npo maoauyi nokpumms (TI1) y euensoi cymu
cnpowenns (nacnpaeoi TII ne sminioemocs). Taxuti nioxio eugooumo piuienHs 3a0aui npo NOKPpUmMms Ha
OinbUL BUCOKULL PIBEHD V3A2ANbHEHHS.

st 000amKo8020 NPUCKOPEHHST 8600UMbCSL MACKA (OBIUKOBULL 8EKIMOP), WO OMPUMYEMbCS 3 BeKMOPA
PAOKIB 3AMIHOI0 YLIOYUCETbHUX 3HAYEHDb U020 eleMeHMi8 OOUHUYHUMU 3HAYEHHAMU. 3a 00NOMO2010 MACKU
8 MIHIMANbHOMY CHOBNYIL OOHYISIIOMbCS M eleMeHmU, KL 8 NePemeopeHOMY 6eKMOpI PsOKi8 MalomMb 3HAYEHHS
«0», Wo 3meHuye yucio paoKis, AKi nepeouparomvCs nio 4ac 3HAX00HCeHH MAKCUMATLHO20 PAOKY.

3 OIl 3naxo0ocenns nokpummsi 8UOLIIIOMbCSA MaAKpoonepayii, 000amkoi 00 OMPUMAHUX y NONePeOHIX
pobomax. Hosi maxpoonepayii no8 si3amni 3 XapakmepucmuuHum 6eKnopoM.

Y pobomi nposooumvcs excnepumenm i3 SUBHAHEHHS YACY pIiuleHHs 3a0ayi 01 CMAHOAPMHO20
i MOOUGhiKo8aHo020 aN2OPUMMIE 3HAXOONCEHHS NOKPUMMA. [ YMOUHEHH YUHHUKIB, 34 PAXYHOK SKUX
0ocsieHymo 3Hudicenns uacy o6poonennss TII, niopaxosyemuvcs KinbKicmov imepayill i NPUCBOIO8AHHSI
8 00uUCTIO8ANbHOMY npoyeci. 3icmasiieHHs OAHUX 34 YACOM 1 34 ONepayisamMu NOKA3ye, Wo 8Uepaul 3a Yacom
BUBHAYAEMbCS SHUNCEHHAM YUCIA ONepayill.

3a pezynomamamu excnepumennty no6y0o8ati epagiku, 3 AKUX BUNIUBAE Nepesasa 3anPONOHOBAHUX OJis
BUPIULEHHS 3a0adi 3HAXOOHCEHHS NOKPUMML 86e0€HUX CIMPYKMYP 0anux. Buepawi 3a yacom i CKAiaoHOCmi mum
Oinvbute, yum Oinviue po3mipuicms | mabauyi NOKPUMMSL, U0 BUHAYAEMbCL O0DYMKOM YUCAA CMOBNYIE N HA
yucno paokie m, [ = m * n. I3 yux sce oanux crioye oyinka cknaornocmi aneopummy uoy O (1).

Knrouosi cnosa: mabnuys nokpumms, aiecopumm, OOYUCTIOBANbHUL Npoyec, MIHIMANIbHUL CHosneyb,
MAKCUMATbHUU PAOOK, XAPAKMEPUCIMUYHUL 6eKMOP, OBIIKOBUL 8eKMOP, MACKA, MAKPOONEPaYis, eKCnepumMenm,
4ac BUKOHAHHS 3A80AHHA, KLIbKICMb Onepayii, OYiHKa CKIAOHOCMI AIOPUMMY.
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